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1 Introduction

Flood frequency analysis is used in flood risk assessment studies and for the design of various
hydraulic structures. Often, this information is required at locations where streamflow series are
too short to allow a robust estimation of flood quantiles corresponding to long return periods
or where no data at all are available. Regional flood frequency analysis such as the index flood
method (Dalrymple 1960) offers a solution to this problem and has widely been used to estimate
flood quantiles in such situations, see for instance Burn (1990), Stedinger et al. (1992), GREHYS
(1996a, 1996b), Hosking and Wallis (1997), Jingyi and Hall (2004), Kjeldsen and D. Jones
(2007), Das and Cunnane (2011), Malekinezhad et al. (2011a and 2011b), Zaman et al., (2012)
and many others. The idea is to compensate for the lack of temporal data by spatial data, taken
within a region with similar flood behaviour and transfer information from gauged to ungauged
sites. The underlying assumption is that flood data within a homogeneous region is drawn from
the same frequency distribution, apart from a scaling factor. The method involves two major
steps, 1) the identification of a set of hydrologically homogeneous watersheds and ii) a regional
estimation method which transfers a normalized regional flood frequency curve or growth curve
at each site of interest, after proper rescaling by the so-called index flood of the target site. The
index flood is often taken to be the mean of the annual maximum flood. At ungauged sites, the
index flood is estimated indirectly by developing regression equations between the index flood
and catchment attributes (see for instance Grover et al., 2002, for a review of potential methods).

The index flood method has recently been evaluated for ten catchments in northern Iceland
(Crochet, 2012a, 2012b), considering both daily and instantaneous flood quantiles. Results are
promising, but the limited number of gauged sites available in these regions prevents the devel-
opment of multiple regression equations for estimating the index flood. For this reason, simple
regression models were developed by combining several variables together into one single ex-
planatory variable. Results were considerably improved compared to those obtained with one
single variable such as the drainage area for instance, but the limited number of gauged sites can
still be an obstacle to the development of robust simple regression models. This is the most crit-
ical point towards a completely successful implementation of the method, as biased predictions
of the index flood will lead to biased flood quantile predictions.

The problems encountered in estimating the index flood using indirect methods is well known
and has been addressed in Brath ez al. (2001) who acknowledged the importance and difficulties
in obtaining reliable index flood estimates by indirect methods. A review of recent advances
in index flood estimation was presented by Bocchiola et al. (2003) who suggested the use of
hydrological simulations as one possible solution to indirectly infer the index flood at ungauged
river sites. Continuous hydrological simulation offers an alternative approach to the index flood
method for deriving flood quantiles at gauged sites with limited data availability (see for in-
stance Blazkova and Beven, 1997; Cameron et al., 1999; Fiorentino et al., 2007; and a review
by Boughton and Droop, 2003). A distributed hydrological model calibrated on a gauged catch-
ment can be used to continuously simulate discharge series at different sites on that catchment
and flood statistics extracted. However, the use of hydrological models to infer flood quantiles at
sites located in totally ungauged catchments requires a strategy for transfering the model param-
eters from gauged to ungauged catchments (see for instance Post, 2009). Model complexity can
be an obstacle to such a transfer approach. A solution to that problem is to perform a regional
calibration (Saliha et al., 2011), but this procedure requires streamflow datasets from different



sites within an homogeneous region, as for the development of the index flood method, so that
the same limitations will apply regarding the robustness of the regional hydrological model, if
very few gauged sites are available to perform the regional calibration.

In this study, we explore the possibility of estimating flood quantiles at ungauged catchments
by combined hydrological modeling and regional frequency analysis. First, we calibrate a dis-
tributed hydrological model on a gauged catchment and use it to simulate streamflow series at
different sites belonging to that catchment, where no observed streamflow data are available.
Then, flood statistics are extracted from these simulated streamflow series and used to develop
the index flood method which is used to infer flood quantiles at ungauged catchments within the
same region. By using simulated flood data made at different ungauged locations, it is expected
that index flood regression models can be developed in a more robust manner than with obser-
vations from very few gauged sites. In principle, the method could be developed for an entire
region even if one site only was gauged.

The report is organized as follows. Section 2 presents the study area and data. Section 3 describes
the methodology. Section 4 presents the results of the proposed approach for estimating daily and
instantaneous flood quantiles at ungauged catchments. Finally, Section 5 concludes the report.

2 Study area and data

2.1 River basins

11 river catchments located in north-western and northern Iceland have been selected for this
study. These two regions are characterized by a very complex topography leading to large pre-
cipitation and temperature gradients (Crochet et al., 2007; Crochet and J6hannesson, 2011) and
the presence of snow during a large part of winter and spring which controls streamflow sea-
sonality (Crochet, 2013). The topography and location of catchments is shown in Fig. 1. Table
1 summarizes the main catchment characteristics. The drainage area varies from 37 km? for the
smallest to 1096 km? for the largest catchment.

Table 1. Main characteristics of river basins.

Gauging Name Area Mean Mean annual Available period
station (km?) elevation precipitation for
(ma.s.l) (mm) (1971-2000) streamflow data
vhm51 Hjaltadalsa 296 730 1711 since 1958
vhm52 Kolka 163 688 1796 1957-1988
vhm92 Bagisa 39 934 1928 since 1966
vhm10 Svarta 398 535 813 since 1932
vhm45 Vatnsdalsd 456 553 846 since 1949
vhm200 Fnjéska 1096 715 1312 since 1976
vhm19 Dynjandisa 37 529 3018 since 1956
vhm38 bvera 43 427 1761 since 1967
vhm204  Vatnsdalsa 103 456 2937 since 1977
vhm12  Haukadalsa 167 404 1773 since 1950
vhm198 Hval4 195 403 1971 since 1976
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2.2 Streamflow data

Daily discharge series and monthly maximum instantaneous discharge series were available for
these catchments for variable periods. For daily flow series, annual maximum flow (AMF) series
were extracted for each hydrological year (1 Sept-31Aug), and years with more than 120 days
of missing data were omitted. For instantaneous flow series, AMF series were extracted from
the monthly maxima and years with more than four missing months omitted.

2.3 Meteorological data

Gridded daily precipitation (Crochet et al., 2007), 2m air temperature (Crochet and J6hannesson,
2011), 10m wind-speed, vapor pressure and incoming short wave radiation, calculated on a 1x1
km grid for the period 1961 to 2006, were used in this study to run the hydrological model and
for the development of the index flood method (see below). Wind-speed, vapor pressure and
incoming short wave radiation were obtained from the MM5 NWP model (Grell et al. 1995) at
approximately 8 km resolution and interpolated to the 1x1 km grid.

2.4 GIS data

A 1 km digital elevation model derived from a 500m DEM (Icelandic Meteorological Office,
National Land Survey of Iceland, Science Institute, University of Iceland, and National Energy
Authority. 2004. A 500x500 m DTM of Iceland.), a soil map from the Agricultural University
of Iceland and a vegetation map from the Icelandic Institute of Natural history were used in this
study for describing the watersheds with the hydrological model.

3 Index flood method

3.1 Principle

The index flood method (IFM), proposed by Dalrymple (1960), is adopted here for conduct-
ing the regional flood frequency analysis and estimating flood quantiles at ungauged sites. The
method has already been used in Crochet (2012a,b) and is only briefly recalled here. The idea is
to estimate flood quantiles at ungauged locations using information taken from gauged sites lo-
cated within the same homogeneous region. The underlying assumption is that flood data within
a homogeneous region are drawn from the same frequency distribution, apart from a scaling
factor. The method involves two major steps, i) the identification of a set of hydrologically ho-
mogeneous watersheds and ii) a regional estimation method for estimating the flood frequency
curve at each site of interest.

Different techniques can be used to identify homogeneous groups of watersheds such as ge-
ographic proximity, or more objective methods relying on the use of catchments climatic and

physiographic characteristics such as cluster analysis or the region of influence approach (Burn
1990) (see Crochet 2012b).

The regional estimation method transfers a dimensionless regional flood frequency curve or
growth curve (qgr(D,T)) at each site of interest, after proper rescaling by the so-called index
flood, u;(D), of the target site:
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Qi(D,T) = ui(D)qr(D,T), (H

where Q,(D, T) is the estimated flood quantile, i.e. the T-year flood peak discharge averaged
over duration D, for a given site i. The mean of the AMF series for given duration D is used
here to define the index flood y;(D). For gauged sites, (D) is estimated by the sample mean
whereas for ungauged sites, u;(D) is estimated indirectly as a function of physiographic and
climatic catchment characteristics (C; x):

ui(D) = f(Cix), k= 1,n. (2)

This estimation is usually performed using the power-form equation:

(D) = eocficfg....cf,ﬁ...cf;;. 3)

where 0 denotes the vector of model parameters. Linear regression is commonly used to infer
the model parameters after logarithm transformation (see for instance Grover et al., 2002).

The regional growth curve, gr(D,T), is derived by pooling the AMF series from all gauged sites
i belonging to the same region.

3.2 Method application using hydrological simulations
3.2.1 Hydrological modeling

The distributed hydrological model WaSiM-ETH (Schulla and Jasper, 2007; Atladottir et al.,
2011; Porarinsdéttir, 2012) was calibrated on 4 gauged catchments (vhm19, vhm38, vhm51
and vhm52). A semi-automatic multi-objective optimization based on the analysis of discharge
information was used to assist in the selection of best model parameters for each catchment
(Crochet, 2012d). The model was then used to simulate daily streamflow series at different sites
within these 4 catchments. The simulated periods considered in this study are 1973-2003 for
vhm19 and vhm38 and 1970-2002 for vhm51 and vhm52. The sites in question correspond to
the gauging station of each catchment and to various ungauged sites, upstream of the gauging
stations. The simulations were performed at 14 locations within vhm19, 13 locations within
vhm38, 15 locations within vhm51 and 9 locations within vhm52. Then, flood statistics are
extracted from these simulates series and used to develop the regional flood frequency analysis.
According to Hoskings and Wallis (1997), unless extreme quantiles are to be estimated, there is
little to be gained by using regions larger than about 20 sites in the regional frequency analysis.

3.2.2 QDF modeling

As WaSiM-ETH was used to simulate daily streamflow series, only AMF series corresponding
to flow averaged over duration D > 1 day could be directly derived from the daily simulations.
In order to derive instantaneous flood quantiles, Q;(D = 0,T) from these daily streamflow simu-
lations and develop the IFM for D = 0, the flood-duration-frequency (QDF) model presented in
Crochet (2012c¢) was used. This model is built on the approach proposed by Javelle et al. (2003):

11



Qi(D,T) = uj(D)qpi(T), “4)

where Q;(D, T) is the T-year flood quantile at site i, for given duration D, y;(D) is the index flood,
as defined above, i.e. the mean of the AMF series for duration D, and gp;(T) is a dimensionless
parent distribution with a mean of unity, equivalent to a growth curve. This parent distribution is
estimated at each site i with the same method used to estimate gg(D, T ), but instead of pooling
AMF series for a given duration D from different sites, the estimation is made individually for
each site i by pooling AMF series for different durations D (see Crochet, 2012c). The index
flood u;(D), is modeled at each site i as a continuous function of D, as follows:

Hi

HO) = o ®
where y;, A; and A; are basin dependent parameters that have to be calibrated. The parameter u;
corresponds to the mean instantaneous (D = 0) AMF which is also the instantaneous index flood
in this study. Details of the optimal estimation of model parameters A;, u; and A; are described
in Crochet (2012c). Note that in the original formulation proposed by Javelle et al. (2003), only
u; and A; are defined, which is equivalent to have A; = 1. In this study, 0.5 < A; < 1. A regional
growth curve, gr(D,T), is then derived from the parent distributions gp;(T') obtained at all sites
i belonging to the same region.

Once y;(D) and gg(D,T) are known for D = 0, the index flood method can be developed to infer
instantaneous flood quantiles at ungauged sites, as described in Section 3.1.

3.2.3 Flood frequency distribution and parameter estimation methods

The Generalized Extreme Value (GEV) distribution (Jenkinson, 1955) is adopted to model the
flood frequency distribution at each site, from the AMF series:

g+ g (l—[~In(1-1/T)]%) ifw;#0
0:(D.T) :{ &—aln(—In(1—1/T))  ifiG=0 ©

where €; is the location parameter, ; is the scale parameter and x; is the shape parameter.
The method of probability weighted moments (PWM) proposed by Hosking et al. (1985a) is
adopted to fit the individual GEV distributions at each site and the parameters of the regional
growth curve (gg(D,T)) are estimated with the GEV/PWM regionalization algorithm proposed
by Hosking et al. (1985b).

3.2.4 Index flood method development

Two regions were defined for the development of the index flood method (as in Crochet 2012a,b):

e Region 1: vhm51, vhm52, vhim92, vhm10, vhm45 and vhm200

e Region 2: vhm19, vhm38, vhm12, vhm204 and vhm198

12



To evaluate the performance of the index flood method at ungauged sites, a cross validation
approach was adopted. Figure 2 summarizes the methodology. For each region, the streamflow
series simulated with WaSiM-ETH at all defined sites within a given catchment were used to
develop the index flood method (i.e. the regional growth curve gg(D,T) and the regression equa-
tions predicting the index flood y;(D) (Eq. 3)). This information was used to estimate daily and
instantaneous flood quantiles at the other gauged sites belonging to the same region, assuming
that they were ungauged. Reference and estimated flood quantiles were compared. This gives
two sets of estimates for each region, as follows:

e For Region 1, the regional growth curve, gg(D,T), and index flood models were first
developed using streamflow simulations made at the 15 sites within catchment vhm51.
This information was used to estimate flood quantiles at gauging sites vhm52, vhm92,
vhm10, vhm45 and vhm200. Then, the regional growth curve and index flood models were
developed using streamflow simulations made at the 9 sites within catchment vhmS52. This
information was used to estimate flood quantiles at gauging sites vhm51, vhm92, vhm10,
vhm45 and vhm?200.

e For Region 2, the regional growth curve and index flood models were first developed using
streamflow simulations made at the 14 sites within catchment vhm19. This information
was used to estimate flood quantiles at gauging sites vhm38, vhm12, vhm204 and vhm198.
Then, the regional growth curve and index flood models were developed using streamflow
simulations made at the 13 sites within catchment vhm38. This information was used to
estimate flood quantiles at gauging sites vhm19, vhm12, vhm204 and vhm198.

e Reference flood quantiles were derived from the GEV distribution fitted to the observed
AMEF series at each gauged site and compared to the estimated ones derived with the IFM.
The GEV distribution was also fitted directly to the simulations made with WaSiM-ETH
at gauged sites vhm19, vhm38, vhm51 and vhm52 for comparison with the reference
quantiles derived from observations.

13



WaSiM _ QDF
mp AMF(i,D=24h) = (,;(0< D < A*24h,T)

(a) Qi(D=24h,T) (b) ui;(D)
Catchment 1 (D=
(N sites: i=1,N) wi(D=24h)
IFM (D=24h) IFM (D=0)
Catchment 2 () (Ciks 0, qr(D,T)) () (Cis 0, qr(D,T))
(M sites: j=1,M) (d)

N 9, -0 0 0 A ) 0 0
G 1D = 24h) = 0,C/1C.. G G (D =0) = 8,C1C ... Ck .o

Q;(D=24h,T) = {;(D = 24h)qr(D,T) ~ Q;(D=0,T) = {i;(D = 0)qr(D,T)

i=m

Figure 2. Method flow chart. Daily (D = 24h) AMF series simulated with WaSiM-ETH
at all defined sites within a given catchment were extracted (a) and daily flood quantiles
and index floods calculated. A Flood-Duration-Frequency (QDF) model was applied to
derive instantaneous (D = 0) flood quantiles and index floods (b). This information was
then used to develop the IFM (c), i.e. the regional growth curve, qg(D,T), and the index
flood model parameters (9). This information was used to estimate daily and instantaneous
flood quantiles at the other gauged sites belonging to the same region, assuming that they
were ungauged (d).
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3.2.5 Index flood modeling

In order to estimate the index flood, y;(D), at ungauged sites, for a given duration D, several
relationships between y;(D) and various physiographic and climatic catchment characteristics
were developed using simulated streamflow series made with WaSiM-ETH. These relationships
were developed for daily and instantaneous index floods. Several models were tested and their
parameters estimated by ordinary least square regression after logarithm transformation:

(D) = a(A;)" (7)
fi(D) = a(Ai/Li)" (®)
(D) = a(AiPui)" 9)
(D) = a(AiP;)" (10)
0i(D) = a(AiPyi/Z;)" (11)
(D) = a(AiPi/ Z;)" (12)

Where © = (a,b) is the vector of regression parameters, A is the drainage area in km?, L the
catchment perimeter in km, Z the catchment mean altitude in meters, P the catchment averaged
mean annual precipitation in mm/day for the period 1971-2000 and P,, the catchment averaged
mean annual maximum daily precipitation in mm/day for the period 1971-2000.

3.3 Evaluation statistics

The evaluation of the index flood regression models (Eqgs. 7 to 12) was first conducted by calcu-
lating the coefficient of determination (R?). Then, the ability of each model to predict the index
flood, u;(D), at ungauged sites was evaluated by calculating the root mean squared error (RMSE)
between reference and estimated index floods. The reference index flood was derived from real
observations at gauged sites and from simulated series, not used to develop the regression equa-
tions.

Reference and predicted flood quantiles were compared at gauged sites only, treated as un-
gauged, for average recurrence intervals 7" of 2, 5, 10, 20, 50 and 100 years. The performance of
the prediction was evaluated by cross-validation at independent sites not used in the method de-
velopment, by calculating the mean relative error (BIASt) and relative root mean squared error
(RMSET):

1 X1 & 0D, T) — 0i(D, Th)
BIAS % = — 100 13
0=y L emm -
=\ L= Q:(D,Tz)

where Q;(D,T;) is the reference flood quantile at gauged site i and return period 7;, calculated
with the GEV distribution from the observed AMF series and Q;(D,T;) is the estimated flood
quantile, calculated with the index flood method, (Eq. 1).
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4 Results
4.1 Daily flood quantiles

This section presents the results of the regional flood frequency analysis developed with daily
(D = 24h) AMF series simulated with WaSiM-ETH.

4.1.1 Derivation of regional growth curves

Figures 3 and 4 present the individual growth curves calculated at each gauged site within each
region with the observed streamflow series, and the regional growth curves derived from the
streamflow simulations made at different sites within catchments vhm51, vhm52, vhm19 and
vhm38 respectively. These growth curves superimpose quite well. The H-statistics (Hoskings
and Wallis, 1993, 1997) are also given. According to this test, a region is acceptably homoge-
neous if H<1, possibly heterogeneous if 1 < H < 2 and definitely heterogeneous if H > 2.

The H-statistics calculated with the observed AMF series indicate that the two regions are ho-
mogeneous, although Region 1 could be slightly heterogeneous. When the H —statistics are cal-
culated with the simulated AMF series within each catchment, the values are negative, indicating
the presence of positive cross-correlation between the different sites frequency distributions or
an excessive regularity in the data (Hoskings and Wallis, 1997). This was expected as the dif-
ferent sites within the same catchment where streamflow series have been simulated are close
to one another. The main effect of intersite dependence is to increase the variability of estima-
tors, acting similarly to a reduction in the number of sites in the region (Hoskings and Wallis,
1997). However, according to these authors, small amount of intersite dependence should not be
a concern in regional estimation and regionalization is valuable even with moderate amount of
heterogeneity, intersite dependence and misspecification of the frequency distribution.

16
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Figure 3. Daily AMF series: Regional growth curves (qg(D,T)) for Region 1 (solid lines)
calculated from WaSiM simulations within catchments vhm51 and vhim52 and individual
growth curves at each gauged catchment (q;(D,T) = Q;(D,T)/u;(D)) derived from ob-
served AMF series (dashed lines).
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Figure 4. Daily AMF series: Regional growth curves (qgr(D,T)) for Region 2 (solid lines)
calculated from WaSiM simulations within catchments vhml9 and vhim38 and individual
growth curves at each gauged catchment (q;(D,T) = Q;(D,T)/u;(D)) derived from ob-
served AMF series (dashed lines).
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4.1.2 Index flood modeling and prediction

Appendices I to IV present the results of the modeling of the index flood (y;(D)) as a function
of catchment characteristics, for the two regions, considering the 6 models (Eqgs. 7 to 12). Ap-
pendices I and II present the linear regressions between y;(D) and catchment characteristics.
Appendices III and IV present the cross-validation, i.e. the comparison between reference and
estimated index flood at independent gauged and simulated sites, not used in the development
of the index flood models (see flowchart in Fig. 2). Tables 2 and 3 summarize the results.

The best index flood model is different for the two regions. When the validation is conducted at
simulated sites only, model no. 6 gives the best results for Region 1 and models no. 3 and 4 give
the best results for Region 2. When the validation is conducted at all independent gauged sites
of each region with observed AMF series, the best results are obtained with models no. 1 and 3
for Region 1 and with model no. 6 for Region 2.

Note also that in each region, the pairs of catchments used to develop and validate the index flood
models with simulated series are of relatively similar size, while some of the other catchments
are much larger, and so is their index flood. Consequently, the RMSE obtained when validating
the method with the simulated series are usually lower than those obtained with the observed
series from the other catchments.

When the best index flood model is considered for each region, results of this analysis indicate
that u;(D) is correctly estimated for catchments whose characteristics are similar to those used to
develop the index flood models. On the other hand, the estimation of u;(D) is very uncertain for
catchments whose characteristics are very different than those used to develop the index flood
models. This is the case for the largest ones. For these catchments, the index flood model is ex-
trapolated far beyond the range of characteristics for which it was developed and the estimation
of u;(D) may not be valid. This is in line with Crochet (2012a,b). This is the case in Region 1 for
catchment vhm200, for which the index flood is usually strongly understimated. This catchment
is by far the largest and much larger than vhm51 and vhm52, used to develop the index flood
models. In that region, model no. 1 seems to perform better than the other models, only because
it gives a better estimate for vhm200 which has the largest index flood. However, the index flood
prediction at the other catchments with model no. 1 is not better than with the other models. In
Region 2, the two catchments used to develop the index flood models (vhm19 and vhm38) are
the smallest of the region. The index flood y;(D) is well predicted at the three smallest catch-
ments and poorly predicted at the two largest ones, vhm12 and vhm198, for the same reasons
mentioned above.
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Table 2. Daily index flood modeling. R*> score from the regression equations developed
within each catchment with simulated series. Catchments used in the development of re-
gression equations are indicated in brackets.

model 1 2 3 4 5 6
a(D)= @)= @D = ED)= @ED) =  &D)=
a(Ai)b a(Ai/Li)b a(AiPmi)b a(AiPi)b a(AiPmi/Zi)b a(AiPi/Zi>b
Region 1 (vhm51)  0.983 0.979 0.993 0.993 0.976 0.976
Region 1 (vhm52)  0.957 0.977 0.974 0.977 0.934 0.939
Region 2 (vhm19)  0.957 0.906 0.959 0.963 0.955 0.96
Region 2 (vhm38)  0.956 0.972 0.966 0.972 0.952 0.959

Table 3. Validation of the daily index flood predictions at gauged and simulated sites,
treated as ungauged. RMSE scores (m’/s) calculated at simulated sites (WaSiM) and
gauged sites (Obs). For the gauged sites, RMSE is first calculated for each of the two sets
of estimates and then averaged (see Table 2, Appendices Il and IV, and Section 3.2.4).

model 1 2 3 4 5 6
@D)= D)= @D = ED)= @ED) =  G&D)=
a(Ai)b a(Ai/Li)b a(AiPmi)b a A,P,) a(AiPm,'/Z,')b a(A,'P,'/Z,')b
Region 1 (WaSiM) 7.4 7.8 6.6 5.6 54 4.7
Region 1 (Obs) 29.4 79.1 29.7 40.2 34 40.4
Region 2 (WaSiM) 7.1 3.5 1.4 1.5 3.2 2.3
Region 2 (Obs) 21.5 25.5 21.8 19 19.7 16.2

4.1.3 Flood quantiles prediction

Figures 5 and 6 present the mean relative error (BIAS7) and relative RMSE (RMSET) calculated
on 4 quantiles (7=2, 5, 10 and 50 years) and summarize the overall quality of the estimated daily
flood quantiles at ungauged sites for the two regions.

The prediction error depends on the quality of 1) the hydrological simulations, ii) the index flood
prediction models and iii) the regional growth curve at the site in question. As a consequence,
the best results are not systematically obtained with the index flood model giving the lowest
RMSE (see Table 3 for a comparison), because of compensating errors such as an over- (under-
) estimation of the regional growth factor and an under- (over-) estimation of the index flood.
However, the dominating source of error is often the quality of the index flood prediction. The
best overall results according to the RMSET score are obtained with index flood model no. 6 for
Region 1 and models no. 3 and 4 for Region 2, depending which catchment was used to develop
the models. When these models are used, the predictions are relatively unbiased in average in
each region and RMSE7 does not exceed 25% of the reference quantiles.

Figures 7 and 8 present the reference and predicted flood frequency distributions obtained for
gauged sites vhm51 and vhm52 with index flood model no. 6 and for gauged sites vhm19 and
vhm38 with index flood model no. 3. Appendices V and VI present the results obtained for the
other gauged sites with the same index flood models. In these figures, the confidence intervals
of the IFM-based flood quantiles are derived assuming that the hydrological simulations are
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perfect (see Crochet, 2012a for the modeling of the quantile uncertainty), and the uncertainty of
the hydrological modeling is not included.

The predicted flood quantiles are usually within the 95% confidence interval of the reference
quantiles, but poor quantiles predictions are obtained for vhm200 and vhm198. As mentioned
above, these catchments are much larger than the ones used to develop the index flood models
and consequently far beyond the applicability of the index flood method as developed in the
present study with vhm51, vhm52, vhm19 and vhm38.
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Figure 5. Daily flood quantiles at gauged sites: mean relative RMSE (RMSET) (top) and
bias (BIAST) (bottom) for Region 1. The solid blue and red lines correspond to results ob-
tained with the index flood method developed with WaSiM simulations within catchments
vhm51 and vhm52, respectively. Best model with respect to RMSET is indicated by large
symbol.

Mean relative RMSE for daily quantiles

RMSE; (%)
10 20 30 40 50
|

R\

0
|

Index flood model

Mean relative bias for daily quantiles

'_V'
\
/

BIAS; (%)

—40
|
[ ]

Index flood model

Figure 6. As Figure 5 but for Region 2. The solid blue and red lines correspond to results
obtained with the index flood method developed with WaSiM simulations within catch-
ments vhiml19 and vhm38, respectively.
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Figure 7. Region 1: Empirical and modeled daily flood frequency distributions (Q(D,T))
(top) and vhm52 (bottom). The solid black line corresponds to the
reference GEV distribution derived from the observed AMF series. The solid blue line
corresponds to the GEV distribution derived from the simulated AMF series made with
WaSiM, at the gauged sites. The solid red line corresponds to the distribution estimated
with the IFM (Egs. 1 and 12) developed with WaSiM simulations within vhm52 (top) and
vhm51 (bottom). Dashed lines and shaded grey region correspond to the 95% confidence
intervals (CI) (see Crochet 2012a). Uncertainty related to hydrological modeling is not
included in the CI calculations (CI WaSiM and CI IFM in figures legend).
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Annual max. Q : GEV Distributions for vhm19
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Figure 8. As for Fig. 7 but for catchments vhml19 (top) and vhm38 (bottom), located in
Region 2. The solid red line corresponds to the distribution estimated with the IFM (Egs.
1 and 9) developed with WaSiM simulations within vhm38 (top) and vhm19 (bottom).
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4.2 Instantaneous flood quantiles

This section presents the results of the regional flood frequency analysis developed to infer
instantaneous flood quantiles, after applying a QDF model to daily streamflow simulations made
with WaSiM-ETH (see flowchart in Fig. 2). In practise, we used D = 1 min rather than D =0 to
derive instantaneous flood quantiles from streamflow simulations with the QDF model (Egs. 4
and 5), as some of the observed instantaneous AMF series are not strictly speaking instantaneous
but averaged over 1 min. However, in the rest of the text, we will keep using D = 0 to refer to
instantaneous flood statistics.

4.2.1 Derivation of regional growth curves

Figures 9 and 10 present the individual growth curves for each gauged site derived from the ob-
served AMF series and the regional growth curves derived from WaSiM-ETH simulations and
QDF modeling at different sites within catchments vhm51, vhm52, vhm19 and vhm38 respec-
tively. According to the H-statistics, Region 1 is heterogeneous with respect to instantaneous
floods while this was not the case for daily floods. If vhm51 is removed from the group of
catchments, H=0.64. If vhm51 and vhm52 only are combined, H=2.7, which would indicate
that vhm51 and vhm52 do not constitute a homogeneous group while these two catchments are
right next to each other in a similar physiographic and climatic environment. This heterogeneity
could be related to outliers and uncertainties in the conversion of the most extreme water levels
into instantaneous discharge with the rating curves. According to Hoskings and Wallis (1997),
regionalization is valuable even in regions with moderate amounts of heterogeneity, intersite
dependence and misspecification of the frequency distributions. According to these authors, re-
gional estimation remains preferable for the most extreme quantiles even in regions for which the
H value is considerably larger than 2. They also suggested that the criteria H > 2 for declaring
a region to be definitely heterogeneous might be too strict.
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Figure 9. Instantaneous AMF series: Regional growth curves (qg(D,T)) for Region 1
(solid lines) calculated from WaSiM simulations and QDF modeling within catchments
vhm51 and vhm52, and individual growth curves at each gauged catchment (q;(D,T) =
Qi(D,T)/ui(D)) derived from observed AMF series (dashed lines).
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Figure 10. Instantaneous AMF series: Regional growth curves (qr(D,T)) for Region 2
(solid lines) calculated from WaSiM simulations and QDF modeling within catchments
vhm19 and vhm38, and individual growth curves at each gauged catchment (q;(D,T) =
Qi(D,T)/ui(D)) derived from observed AMF series (dashed lines).
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4.2.2 Index flood modeling and prediction

Appendices VII to X present the results of the modeling of the instantaneous index flood (u;(D))
as a function of catchment characteristics, for the two regions, after QDF modeling of the simu-
lated AMF series at each site (not shown). Appendices VII and VIII present the linear regressions
and Appendices IX and X the cross-validation, i.e. the comparison between reference and esti-
mated index flood at independent gauged and simulated sites, not used in the development of the
index flood models. Tables 4 and 5 summarize the results.

As for the daily case, the regression model giving the best instantaneous index flood predictions
is different for the two regions. When the cross-validation is conducted at simulated sites only,
model no. 4 gives the best results for both regions. When the cross-validation is made at all
independent gauged sites of each region with observed AMF series, the best results are obtained
with model no. 3 for Region 1 and with model no. 6 for Region 2, as for daily floods.

Surprisingly, relatively unbiased estimates of u;(D) are obtained for vhm200 with several models
(see Appendix IX), while most models led to strong biased estimates at this site for the daily
index flood. For Region 2, u;(D) is more biased on the largest catchments (vhm12 and vhm198),
especially vhm198, as expected. As mentioned earlier, these results indicate that it is uncertain
to estimate u;(D) for catchments much larger than those for which the index flood models were
developed. However, considering the complexity of the modeling chain (Fig. 2), the index flood
predictions with models no. 3, 4 and 6 are remarkable for catchments whose drainage area is
within acceptable limits according to the regression equations (vhm19, vhm38, vhm204, vhm51,
vhm52, vhm92, vhm10, vhm45).

Table 4. Instantaneous index flood modeling. R score from the regression equations de-
veloped within each catchment with simulated series. Catchments used in the development
of regression equations are indicated in brackets.

model 1 2 3 4 5 6
pi(D) = pD)= wD)= wD)=  wbD)= pi(D) =
a(A)?  a(A;/L)? a(AiPn)?  a(AiP)?  a(AiPni/Z)°  a(AiP)Z;)b
Region 1 (vhm51)  0.967 0.966 0.982 0.982 0.959 0.959
Region 1 (vhm52)  0.939 0.984 0.959 0.963 0.913 0.918
Region 2 (vhm19)  0.977 0.931 0.978 0.982 0.975 0.979
Region 2 (vhm38)  0.957 0.971 0.966 0.973 0.953 0.96
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Table 5. Instantaneous index flood estimation. Validation at gauged and simulated sites
treated as ungauged. RMSE scores (m’/s) calculated at simulated sites (WaSiM) and
gauged sites (Obs). For the gauged sites, RMSE is first calculated for each of the two
sets of estimates and then averaged (see Table 4, Appendices IX and X, and Section 3.2.4).

model 1 2 3 4 5 6
pi(D) = p(D)= wD)= wD)=  wbD)= ui(D) =
a(A))’?  a(A;/L)Y a(AiPy)b  a(AiP)?  a(AiPwi/Z)’  a(AiP)Z;)b
Region 1 (WaSiM)  6.83 72 5.75 4.77 5.94 5.55
Region 1 (Obs) 34.15 66.3 15 20.8 27.3 21.5
Region 2 (WaSiM)  7.89 3.56 2.22 1.46 4.87 3.64
Region 2 (Obs) 27.8 36.6 24.6 19.8 24.6 17.9

4.2.3 Flood quantiles prediction

In order to evaluate the methodology at ungauged catchments, the same cross-validation method-
ology used with daily floods was employed. Figures 11 and 12 present the mean relative bias
(BIAST) and relative RMSE (RMSE7) which summarize the overall quality of the estimated
instantaneous flood quantiles at ungauged sites for the two regions.

The prediction error depends on the quality of 1) the hydrological simulations ii) the QDF mod-
eling, iii) the index flood prediction models and iv) the regional growth curve at the site in
question. Although the dominating source of error is often the quality of the index flood pre-
diction, the best results are not systematically obtained with the index flood model giving the
lowest RMSE (see Table 5 for a comparison), because of compensating errors such as an over-
(under-) estimation of the regional growth factor and an under- (over-) estimation of the index
flood. The best overall results according to RMSE7 are obtained with model no. 6 for Region 1
and model no. 3 for Region 2, as for the daily flood quantiles. When these models are used, the
predictions are relatively unbiased in average in each region and RMSE7 is between 20 and 30%
of the reference quantiles, which is quite remarkable considering the complexity of the modeling
chain.

Figures 13 and 14 present the reference and predicted instantaneous flood frequency distribu-
tions obtained for gauged sites vhm51 and vhm52 with model no. 6 and for gauged sites vhm19
and vhm38 with model no. 3. Appendices XI and XII present the results obtained for the other
gauged sites with the same index flood models. In these figures, the confidence intervals of the
IFM-based flood quantiles are derived assuming that the hydrological simulations are perfect
(see Crochet, 2012a), and the uncertainties of the hydrological modeling and the QDF modeling
are not included.

The predicted instantaneous flood quantiles are usually within the 95% confidence interval of
the reference quantiles for the catchments whose drainage areas are within the range of drainage
areas used to develop the index flood models. Poor predictions are obtained for the largest ones,
namely vhm198 and vhm200. As mentioned above, this is because these catchments are much
larger than the ones used to develop the index flood models and consequently far beyond the
applicability of the method developed with catchments vhm51 and vhm52 for Region 1 and
vhm19 and vhm38 for Region 2.
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Figure 11. Instantaneous flood quantiles at gauged sites: mean relative RMSE (RMSET)
(top) and bias (BIAST) (bottom) for Region 1. The solid blue and red lines correspond to
results obtained with the index flood method developed with WaSiM simulations and QDF
modeling within catchments vhm51 and vhm52, respectively. Best model with respect to
RMSET is indicated by large symbol.
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Figure 12. As Figure 11 but for Region 2. The solid blue and red lines correspond to
results obtained with the index flood method developed with WaSiM simulations and QDF
modeling within catchments viml19 and vhm38, respectively.
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Figure 13. Region 1: Empirical and modeled instantaneous flood frequency distributions
(Q(D,T)) at gauged sites vhm51 (top) and vhm52 (bottom). The solid black line corre-
sponds to the reference GEV distribution derived from the observed AMF series. The solid
blue line corresponds to the GEV distribution derived by QDF modeling of the simulated
AMF series made with WaSiM at the gauged sites. The solid red line corresponds to the
distribution estimated with the IFM (Egs. 1 and 12) developed using WaSiM simulations
and QDF modeling within vhm52 (top) and vhm51 (bottom). Dashed lines and shaded
grey region correspond to the 95% confidence intervals (CI) (see Crochet 2012a). Uncer-
tainties related to hydrological modeling and QDF modeling are not included in the CI
calculation (CI IFM in figures legend).
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Figure 14. As for Fig. 13 but for catchments vhim19 (top) and vhm38 (bottom), located in
Region 2. The solid red line corresponds to the distribution estimated with the IFM (Egs.
1 and 9) developed using WaSiM simulations and QDF modeling within vam38 (top) and
vhm19 (bottom)
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5 Conclusion and future research

Limited data availability is the most important difficulty that hydrologists and engineers face
in the design of hydraulic structures. Regional flood frequency analysis offers a solution to this
problem by pooling flood data from different gauged sites belonging to a homogeneous region,
in order to predict flood quantiles at sites where streamflow series are short or at ungauged
locations. However, the development of a robust method is challenging in regions where the
number of gauged sites is limited.

The combined use of distributed hydrological modeling, QDF modeling and regional flood fre-
quency analysis proposed in this study attempts to provide an answer to this problem. The dis-
tributed hydrological model WaSiM-ETH was calibrated on gauged catchments and used to
simulate streamflow series at different locations within these catchments. Flood statistics were
then extracted at these locations and used to develop a regional flood frequency analysis which
was used to infer daily and instantaneous flood quantiles at totally ungauged catchments. The
proposed method proved to offer a promising solution for estimating flood quantiles in regions
where the limited number of gauged sites could limit or even prevent the development of the
index flood method from streamflow observations. In principle, this method could be developed
for an entire region even if one site only was gauged, as demonstrated in this study.

Whether the index flood method is developed with observed or simulated series, the main dif-
ficulty remains the same. It is difficult to estimate the index flood for catchments whose char-
acteristics are far outside the range of characteristics used to develop the index flood regression
models. In such a case, the model is extrapolated far beyond the range for which it was devel-
oped and the estimation is uncertain. An important under- or over-estimation of the catchment
index flood will have a strong impact on the predicted flood quantiles, even if the regional growth
curve is representative for the catchment of interest.

The combined methodology proposed in this study needs to be assessed in other regions and
also developed further in the two studied regions, by including streamflow simulations from
other gauged catchments. A study of the advantages and limitations of this method compared
to the development of an index flood method based only on observations from available gauged
sites needs to be conducted, as well as the possibility to combine simulations and observations.

Finally, an important aspect that remains to be investigated is the assessment of the uncertain-
ties associated to the hydrological modeling and the QDF modeling and their inclusion in the
calculation of the flood quantile uncertainty.
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Appendix I - Daily Index flood models for Region 1.
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Figure I.1. Left-panel: u(D) versus A (Eq. 7), right-panel: u(D) versus A/L (Eq. 8).
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9), right-panel: u(D) versus AP (Eq. 10).
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Left-panel: u(D) versus AP,,/Z (Eq. 11), right-panel: u(D) versus AP/Z (Eq.

Figure I: Calibration of the daily index flood models (Eqs. 7 to 12) by linear regression using
WaSiM streamflow simulations within catchment vam51 only (solid blue line), catchment vhm52
only (solid red line) and both catchments (solid grey line). The green symbols correspond to the
observations made at the other gauged sites (vhm92, vhm10, vhm45 and vhm200).
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Appendix II - Daily Index flood models for Region 2.
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Figure I1.1. Left-panel: u(D) versus A (Eq. 7), right-panel: u(D) versus A/L (Eq. 8).
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Figure I1.2. Left-panel: u(D) versus AP, (Eq. 9), right-panel: u(D) versus AP (Eq. 10).
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Figure I1.3. Left-panel: u(D) versus AP, /Z (Eq. 11), right-panel: u(D) versus AP/Z (Eq.
12).

Figure II: Calibration of the daily index flood models (Egs. 7 to 12) by linear regression using
WaSiM streamflow simulations within catchment vhm19 only (solid blue line), catchment vhm38
only (solid red line) and both catchments (solid grey line). The green symbols correspond to the
observations made at the other gauged sites (vhm12, vhm204 and vhm198).
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Appendix IIT - Comparison between reference and estimated

daily index floods for Region 1.
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Figure II1.3. Left-panel: (D) = a(AP,,/Z)® (Eq.
12).
Figure III: Comparison between reference (u(D)) and estimated (u(D)) daily index floods at
gauged and simulated sites, using index flood models developed with WaSiM simulations within
catchment vhim51 (blue) and catchment vhm52 (red). The reference is the mean of the observed
AMF series at gauged sites and the mean of the simulated AMF series made with WaSiM within
catchments vhm52 and then vhm51. The solid line represents the 1:1 line.
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Appendix IV - Comparison between reference and estimated
daily index floods for Region 2.
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Figure IV.1. Left-panel: i(D) = a(A)® (Eq. 7), right-panel: i(D) = a(A/L)" (Eq. 8).
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Figure IV.2. Left-panel: i(D) = a(AP,,)" (Eq. 9), right-panel: i(D) = a(AP)? (Eq. 10).
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Figure IV.3. Left-panel: i(D) = a(AP,,/Z)" (Eq.
12).
Figure IV: Comparison between reference (u(D)) and estimated (ti(D)) daily index floods at
gauged and simulated sites, using index flood models developed with WaSiM simulations within
catchment vhim19 (blue) and catchment vhm38 (red). The reference is the mean of the observed
AMF series at gauged sites and the mean of the simulated AMF series made with WaSiM within
catchments vhm38 and then vhm19. The solid line represents the 1:1 line.
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Appendix V - Empirical and modeled daily flood frequency
distributions for Region 1 derived with index flood model no.

6: u(D) = a(AP/Z)"
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Figure V.1. Estimation at vhm92 with the IFM developed within vhm51 (left) and within

vhm52 (right).
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Figure V.2. Estimation at vhm10 with the IFM developed within vhim51 (left) and within
vhm52 (right).

Figure V: Empirical and modeled daily flood frequency distributions (Q(D,T)) for Region 1.
Black solid line: reference GEV distribution derived from the observed AMF series. Solid red
line: GEV distribution estimated with the IFM (Q;(D,T) = [i;(D)qr(D, T ) with i;(D) = a(A;P;/ Z;)?)
developed using WaSiM simulations within vhm51 (left) and vhm52 (right). Dashed lines and
shaded grey region correspond to the 95% confidence intervals (CI) (see Crochet 2012a). Un-
certainty related to hydrological modeling is not included in the CI calculation (CI IFM in
figures legend).
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Annual max. Q : GEV Distributions for vhm 45 using IFM developed with vhm51 Annual max. Q : GEV Distributions for vhm 45 using IFM developed with vhm52
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Figure V.3. Estimation at vhm45 with the IFM developed within vhim51 (left) and within
vhm52 (right).
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Figure V4. Estimation at vhm200 with the IFM developed within vhm51 (left) and within
vhm52 (right).

Figure V: Empirical and modeled daily flood frequency distributions (Q(D,T)) for Region 1.
Black solid line: reference GEV distribution derived from the observed AMF series. Solid red
line: GEV distribution estimated with the IFM (Q;(D,T) = [i;(D)qr(D, T ) with i;(D) = a(A;P;/ Z;)?)
developed using WaSiM simulations within vhm51 (left) and vhm52 (right). Dashed lines and
shaded grey region correspond to the 95% confidence intervals (CI) (see Crochet 2012a). Un-
certainty related to hydrological modeling is not included in the CI calculation (CI IFM in
figures legend).
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Appendix VI - Empirical and modeled daily flood frequency
distributions for Region 2 derived with index flood model no.
3: u(D) = a(APm)®
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Figure VI.1. Estimation at vhml12 with the IFM developed within vhm19 (left) and within

vhm38 (right).
Annual max. Q : GEV Distributions for vhm 204 using IFM developed with vhm19 Annual max. Q : GEV Distributions for vhm 204 using IFM developed with vhm38
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Figure VI.2. Estimation at vhm204 with the IFM developed within vhm19 (left) and within
vhm38 (right).

Figure VI: Empirical and modeled daily flood frequency distributions (Q(D,T)) for Region 2.
Black solid line: reference GEV distribution derived from the observed AMF series. Solid red
line: GEV distribution estimated with the IFM (Q;(D,T) = i;(D)qr (D, T) with i;(D) = a(A;Pm;)?)
developed using WaSiM simulations within vhml19 (left) and vhm38 (right). Dashed lines and
shaded grey region correspond to the 95% confidence intervals (CI) (see Crochet 2012a). Un-
certainty related to hydrological modeling is not included in the CI calculation (CI IFM in
figures legend).
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Annual max. Q : GEV Distributions for vhm 198 using IFM developed with vhm19

Index flood model no. 3
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Figure VI.3. Estimation at vhm198 with the IFM developed within vhm19 (left) and within

vhm38 (right).

Figure VI: Empirical and modeled daily flood frequency distributions (Q(D,T)) for Region 2.
Black solid line: reference GEV distribution derived from the observed AMF series. Solid red
line: GEV distribution estimated with the IFM (Q;(D,T) = i;(D)qr (D, T) with ii;(D) = a(A;Pm;)?)
developed using WaSiM simulations within vhm19 (left) and vhm38 (right). Dashed lines and
shaded grey region correspond to the 95% confidence intervals (CI) (see Crochet 2012a). Un-
certainty related to hydrological modeling is not included in the CI calculation (CI IFM in

figures legend).
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Appendix VII - Instantaneous Index flood models for Region

1.

Figure VII.1. Left-panel: u(D) versus A (Eq. 7
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VIL.2. Left-panel: u(D) versus AP, (Eq. 9), right-panel: u(D) versus AP (Eq. 10).
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VIL.3. Left-panel: u(D) versus AP, /Z (Eq. 11), right-panel: u(D) versus AP/Z

(Eq. 12).

Figure VII: Calibration of the instantaneous index flood models (Egs. 7 to 12) by linear re-
gression using WaSiM streamflow simulations and QDF modeling within catchment vhm51 only
(solid blue line) and catchment vhm52 only (solid red line). The green symbols correspond to
the observations made at the other gauged sites (vhm92, vhim10, vam45 and vhm200).
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Appendix VIII - Instantaneous Index flood models for Re-
gion 2.

Figure VIIL 1. Left-panel: u(D) versus A (Eq.
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Figure VIIL3. Left-panel: u(D) versus AP, /Z (Eq. 11), right-panel: u(D) versus AP/Z
(Eq. 12).

Figure VIII: Calibration of the instantaneous index flood models (Egs. 7 to 12) by linear re-
gression using WaSiM streamflow simulations and QDF modeling within catchment vhml19 only
(solid blue line) and catchment vhm38 only (solid red line). The green symbols correspond to
the observations made at the other gauged sites (vhml12, vim204 and vhm198).
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Appendix IX - Comparison between reference and estimated
instantaneous index floods for Region 1.
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Figure IX.1. Left-panel: li(D) = a(A)? (Eq. 7), right-panel: (D) = a(A/L)" (Eq. 8).
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Figure IX.2. Left-panel: i(D) = a(AP,,)? (Eq. 9), right-panel: i(D) = a(AP)" (Eq. 10).
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Figure IX.3. Left-panel: i(D) = a(AP,,/Z)? (Eq. 11), right-panel: i(D) = a(AP/Z)" (Eq.
12).

Figure IX: Comparison between reference (u(D)) and estimated (u(D)) instantaneous index
floods at gauged and simulated sites using index flood models developed with WaSiM simulations
and QDF modeling within catchment vhm51 (blue) and catchment vhm52 (red). The reference
is the mean of the observed AMF series at gauged sites and the index flood derived by QDF
modeling of the simulated AMF series made with WaSiM within catchments vhm52 and then
vhm51. The solid line represents the 1:1 line.
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Appendix X - Comparison between reference and estimated
instantaneous index floods for Region 2.
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Figure X.1. Left-panel: 1i(D) = a(A)? (Eq. 7), right-panel: (D) = a(A/L)" (Eq. 8).
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Figure X: Comparison between reference (u(D)) and estimated (1(D)) instantaneous index
floods at gauged and simulated sites using index flood models developed with WaSiM simu-
lations and QDF modeling within catchment vhml9 (blue) and catchment vhm38 (red). The
reference is the mean of the observed AMF series at gauged sites and the index flood derived
by ODF modeling of the simulated AMF series made with WaSiM within catchments vhm38 and
then vhm19. The solid line represents the 1:1 line.
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Appendix XI - Empirical and modeled instantaneous flood
frequency distributions for Region 1 derived with index flood

model no. 6: (D) = a(AP/Z)"
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Figure XI.1. Estimation at vhm92 with the IFM developed within vhm51 (left) and within

vhm52 (right).
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Figure XI1.2. Estimation at vhm10 with the IFM developed within vhm51 (left) and within

vhm52 (right).
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Figure XI: Empirical and modeled instantaneous flood frequency distributions (Q(D,T)) for
Region 1. Black solid line: reference GEV distribution derived from the observed AMF se-
ries. Solid red line: GEV distribution estimated with the IFM (Q;(D,T) = p;(D)qr(D,T) with
(D) = a(A;P;/Z;)?) developed using WaSiM simulations and QDF modeling within vhm51
(left) and vhm52 (right). Dashed lines and shaded grey region correspond to the 95% confi-
dence intervals (CI) (see Crochet 2012a). Uncertainties related to hydrological modeling and
ODF modeling are not included in the CI calculation (CI IFM in figures legend).




Annual max. inst. Q : GEV Distributions for vhm 45
using IFM developed with vhm51
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Figure XI.3. Estimation at vhm45 with the IFM developed within vhm51 (left) and within

—e—  Obs.
81 — IFMfrom vhmsl
N 95% CI GEV Obs.
- 95% CIIFM
> (=
=2
g
N—
=)
S8
Il =
[
N
o
o |
wn
1 2 5 10 20 50 100
o L | | | | | | T (years)
T T T T T
-2 0 2 4 6
—In(=In(1-1/T))
vhm52 (right).
Annual max. inst. Q : GEV Distributions for vhm 200
using IFM developed with vhm51
Index flood model no. 6
o
S ]
0
—e— Obs.
—— IFM from vhm51
95% CI GEV Obs.
o - 95% CIIFM
S 4
O
—
I
-
E
=
cg-
C”f <t
@)
&
(e
S
N
o 4 L 1 1 1 1 1 | T (years)
T T T T T
-2 0 2 4 6

=In(-In(1-1/T))

Annual max. inst. Q : GEV Distributions for vhm 200
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Figure X1.4. Estimation at vhm200 with the IFM developed within vhm51 (left) and within
vhm52 (right).

Figure XI: Empirical and modeled instantaneous flood frequency distributions (Q(D,T)) for
Region 1. Black solid line: reference GEV distribution derived from the observed AMF' se-
ries. Solid red line: GEV distribution estimated with the IFM (Q;(D,T) = j(D)qgr(D,T) with
G:(D) = a(A;P;/Z;)?) developed using WaSiM simulations and QDF modeling within vhm51
(left) and vhm52 (right). Dashed lines and shaded grey region correspond to the 95% confi-
dence intervals (CI) (see Crochet 2012a). Uncertainties related to hydrological modeling and
ODF modeling are not included in the CI calculation (CI IFM in figures legend).
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Appendix XII - Empirical and modeled instantaneous flood
frequency distributions for Region 2 derived with index flood
model no. 3: (D) = a(APm)"
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Figure XII.1. Estimation at vhml2 with the IFM developed within vim19 (left) and within
vhm38 (right).
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Figure XII.2. Estimation at vhm204 with the IFM developed within vhm19 (left) and within

vhm38 (right).
Figure XII: Empirical and modeled instantaneous flood frequency distributions (Q(D,T)) for
Region 2. Black solid line: reference GEV distribution derived from the observed AMF series.
Solid red line: GEV distribution estimated with the IFM (Q;(D,T) = i;(D)qr(D, T) with i1;(D) =
a(AiPmi)b ) developed using WaSiM simulations and QDF modeling within viml19 (left) and
vhm38 (right). Dashed lines and shaded grey region correspond to the 95% confidence intervals
(CI) (see Crochet 2012a). Uncertainties related to hydrological modeling and QDF modeling
are not included in the CI calculation (CI IFM in figures legend).

49



Annual max. inst. Q : GEV Distributions for vhm 198
using IFM developed with vhm19

Index flood model no. 3
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Annual max. inst. Q : GEV Distributions for vhm 198
using IFM developed with vhm38
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Figure XII.3. Estimation at vhm198 with the IFM developed within vhm19 (left) and within

vhm38 (right).

Figure XII: Empirical and modeled instantaneous flood frequency distributions (Q(D,T)) for
Region 2. Black solid line: reference GEV distribution derived from the observed AMF series.
Solid red line: GEV distribution estimated with the IFM (Q;(D, T ) = p;(D)qr(D, T) with u;(D) =
a(A;Pm;)?) developed using WaSiM simulations and QDF modeling within vhim19 (left) and
vhm38 (right). Dashed lines and shaded grey region correspond to the 95% confidence intervals
(CI) (see Crochet 2012a). Uncertainties related to hydrological modeling and QDF modeling
are not included in the CI calculation (CI IFM in figures legend).
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